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Abstract. Negative examples, which are required for most machine
learning methods to infer new predictions, are rarely directly recorded
in several real world databases for classification problems. A variety of
heuristics for the choice of negative examples have been proposed, rang-
ing from simply under-sampling non positive instances, to the analysis of
class taxonomy structures. Here we propose an efficient strategy for se-
lecting negative examples designed for Hopfield networks which exploits
the clustering properties of positive instances. The method has been val-
idated in the prediction of protein functions of a model organism.
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1 Introduction

In several real-world contexts ranging from text categorization [7] to protein
function prediction [8], the notion of negative example is not well defined, and
the selection of appropriate sets of negative patterns may sensibly improve the
predictive capabilities of supervised and semi-supervised methodologies for in-
ductive inference. This area of machine learning, named Positive-Unlabeled (PU)
learning, has seen a surge of interest in latest years [8]. Indeed, in different
contexts there is no “gold standard” for negative items and only positive in-
stances are the results of accurate studies (negative examples usually are simply
“non positive”). Several approaches have been proposed for selecting negative
instances, such as randomly sampling items (assuming the probability of get-
ting a false negative to be low) [10], sampling according to positive-negative
similarity measures [5], selecting the items positive for the sibling and/or an-
cestral categories of the categories of interest as negative examples [18]. Nev-
ertheless, hierarchical methods cannot be applied in contexts where categories
are not structured as a hierarchy (for instance in action video detection [5]).
Furthermore, even when parent-child relationships are available for the classes
being predicted, strategies based on sibling/ancestral categories may often break
down, as some items are annotated to more than one sibling category, and many
items have few siblings to use [20].

In this work we propose a novel methodology for graph-based semi-supervised
learning which is composed of two main steps: Step 1) a novel strategy for PU



learning specific for Hopfield networks (HNs) [11], which can be applied both
to structured classes and to hierarchy-less contexts; Step 2) a semi-supervised
classifier based on a family of parametric Hopfield networks, which embeds the
negative selection performed at Step 1 in the dynamics of network.

At Step 1, the approach for detecting negative instances can be summarized
as follows:

1.1. The matrix describing symmetric connections between instances is trans-
formed into a feature matrix, in which each instance is associated with a
3-feature vector, obtained through the application of random walks of length
1, 2 and 3 starting from positive instances.

1.2. The positive points are clustered using a dynamic version of the fuzzy C
means algorithm (FCM) [3] exploiting a suitable index [6] in order to decide
the optimal number of clusters to summarize data; then, every negative
point is assigned a score consisting in the maximum membership it has to
the detected clusters of positive items. The low-ranked points according to
this score are considered as negatively labeled.

1.3. The remaining points are then further discriminated according to their
stability in the Hopfield network constructed from the input graph. In par-
ticular, we extend the set of negative instances with those points that locally
minimize the energy function.

At Step 2, the Hopfield network is simulated and the items not selected
during Step 1 are allowed to change their state along with the items whose label
has to be predicted (test set). The final equilibrium state is used to infer the
prediction for instances in the test set. In particular, the instances corresponding
to neurons fired at equilibrium are considered candidates for the positive class.

We experimentally validated the proposed methodology in the protein func-
tion prediction problem, which consists in inferring the biomolecular functions of
recently discovered proteins starting from their interactions with already char-
acterized proteins, and in which, apart from rare cases, just the positive anno-
tations are available for the Gene Ontology classes [1]. The comparison with
state-of-the-art supervised and semi-supervised label prediction methods and
with the vanilla Hopfield network shows the effectiveness of our approach. More-
over, the reduced computational complexity, due to the application of clustering
techniques only to positive instances (which usually are a large minority of the
data set), allows the application of the proposed methodology to contexts char-
acterized by large-size data.

The paper is organized as follows: Section 2 describes the afforded prediction
task, while Section 3 explains why in such context it is difficult to negatively label
the available data. Sections 4 and 5 respectively describe and test the proposed
methodology. Some concluding remarks close the paper.



2 Node Label Prediction (NLP) in Graphs

Consider a weighted graph G = (V,W ), where V = {1, 2, . . . , n} is the set of
vertices, W is a symmetric n×n weight matrix, where Wij ∈ [0, 1] indicates the
strength of the evidence of co-functionality between vertices i and j.

For a given class to be predicted, the vertices in V are labeled with {+,−},
and the labeling is known only for the subset S ⊂ V , whereas it is unknown for
U = V \ S. Furthermore, labeled vertices are partitioned into positive S+ and
negative S− vertices.

The Node Label Prediction on graphs (NLP) problem consists in determining
a bipartition (U+, U−) of vertices in U , such that vertices in U+ can be considered
as candidates for the positive class.

3 The Problem of Selecting Negative Examples for NLP

The problem of selecting negative examples for classification tasks arises in those
contexts in which items are classified for the properties they possess, and not for
those properties they do not possess. For instance, in text classification it is not
practical to label all the topics a document does not contain; hence just the topics
a document contains are available [14]. Or in protein function prediction, where
the classes to be predicted are the bio-molecular protein functions, proteins are
rarely labeled with the functions they do not possess (negative annotation), thus
most of all annotations are positive [1]. In our context, we consider unlabeled
those vertices for which we want to infer the labels (i.e. U), whereas genes in S
which are not positive for the current class (i.e. S−) are in principle considered as
negative. Nevertheless, there is no evidence that vertices in S− are not positive;
some of these instances may be not positive just because not enough studies and
analyses have been carried out yet.

To take into account these issues, we assume that there exists a subset Sp
− ⊂

S− containing negative instances that are more likely to be classified as positive
in future, but such subset is not known. Thus, nodes in S−\Sp

− can be considered
in turn as reliable negative instances. Clearly, the subset Sp

− may vary according
to the class to be predicted. In the following we propose a novel method to detect
such subset specifically designed for a family of classifiers based on parametric
Hopfield networks.

4 Methods

In this section we first describe an algorithm for the NLP problem which exploits
the properties of a parametric Hopfield model, then we present an extension that
embeds in the model a procedure for detecting the negative instances candidates
for the set Sp

−.



4.1 An algorithm for NLP problem

COSNet, COst-Sensitive neural Network [2, 9], is a semi-supervised algorithm re-
cently proposed for NLP problems characterized by unbalanced labelings. COS-
Net is based on parametric Hopfield networks H = W , k, ρ , where k is the
neuron activation threshold and ρ is a real number in (0, π

2 ), that determines
the two different values {− cos ρ, sin ρ} for neuron activation. The distinction
between neuron labels and neuron activation values allows the method to au-
tomatically determine the activation levels for positive and negative neurons in
order to counterbalance the prevalence of labels in the majority class (positive or

negative class). The optimal parameters (k̂, ρ̂) of the sub-network restricted to
labeled nodes are learned so as to move the state determined by the bipartition
(S+, S−) “as close as possible” to an equilibrium state. The authors have shown
that the learned activation values move the state provided by know labels closer
to a global minimum of the network restricted to S than the classical activation
values {−1, 1} (see [9] for details). We denote by l̂ the state of labeled network

after learning, where l̂i = − cos ρ̂ if i ∈ S−, and l̂i = sin ρ̂ when i ∈ S+.
Then, the network restricted to unlabeled nodes U is simulated by adopting

{− cos ρ̂, sin ρ̂} as activation values and k̂ as unique activation threshold. Neurons
in S are not updated. The initial state is set to the null vector, and by assuming
that U = {1, 2, · · · , h} and S = {h+1, h+2, · · · , n} (up to a permutation), the
network evolves according to the following asynchronous update rule:

ui(t) =


sin ρ̂ if

i−1∑
j=1

Wijuj(t) +
h∑

j=i+1

Wijuj(t− 1)− θi > 0

− cos ρ̂ if
i−1∑
j=1

Wijuj(t) +
h∑

j=i+1

Wijuj(t− 1)− θi ≤ 0

(1)

where ui(t) is the state of neuron i ∈ U at time t, and θi = k̂ −
∑n

j=h+1 Wij l̂j
is the activation threshold of node i. The state of the network at time t is
u(t) = (u1(t), u2(t), . . . , uh(t)), and the main feature of a HN is that it ad-
mits a Lyapunov function of the dynamics. In particular, consider the following
quadratic state function (energy function):

E(u) = −1

2

h∑
i,j=1
j 6=i

Wijuiuj +
h∑

i=1

uiθi (2)

During the dynamics this function is not increasing and the dynamics converges
to an equilibrium state û, which corresponds to a local minimum of the energy
function [11]. The motivation of this approach is that minimizing (2) means max-
imizing the weighted sum of consistent edges, that is edges connecting neurons
at the same state, so as to maximize the coherence with the prior information
coded in W and in the labeling l̂. The final solution (U+, U−) is obtained by
setting U+ = {i ∈ U | ûi = sin ρ̂} and U− = {i ∈ U | ûi = − cos ρ̂}. In [9]
the authors showed that although parameter optimization and label inference



are carried out separately, Step 2 and 3 of COSNet preserve convergence and
optimization properties of the whole HN H.

4.2 A Strategy for Negative Selection

The strategy we propose, able to efficiently identify the subset Sp
−, is composed

of three main steps, that we describe in detail in the following.

Node projection onto a feature space. The n by n connection matrix W is trans-
formed into a n by 3 feature matrix F , where the i-th row F i = (p1i , p

2
i , p

3
i ) is the

feature vector associated with node i ∈ V . The j-th feature pji is the probability
that a random walk of length j starting from positive instances ends at node i.
This choice comes from previous studies, which have proven that such a feature
matrix suffices to propagate information coded in the graph labels [17], that is
the information coded in the features corresponding to random walks length k,
with k > 3, is negligible.

Scoring non positive points through fuzzy clustering. Let F = {F i|i ∈ V } be
the set of projected points, we denote by F+ = {F i|i ∈ S+} and F− = {F i|i ∈
S−} the sets of positive and negative projected points. Points in F− are scored
according to their relation w.r.t. a fuzzy clustering of the set F+ of positive
points. Such clustering is computed through repeated applications of the FCM
algorithm [3]. In order to automatically adjust the number of clusters, at each
execution of FCM the number of clusters is changed, aiming at maximizing the
fuzzy silhouette index [6], a fuzzy extension of the crisp silhouette index [12]
expressly considering the fuzzy nature of the membership functions outputted
by FCM. Being the space dimension fixed to 3, the computational complexity
of each execution of the FCM algorithm (including the assessment through the
fuzzy silhouette index) will beO(Ic2|S+|), denoting by I the number of iterations
of the clustering algorithm. Since the number of positive instances in our context
is very small, a fortiori also the number of clusters will be low, thus the overall
step has a low computational complexity.

Once an optimal clusterization of size c has been found, we assign each point
x ∈ F− a score φ(x), obtained considering the maximum membership value of
x to the various clusters, that is:

φ(x) = max
1≤k≤c


 c∑

j=1

(
d(x, vk)

d(x, vj)

) 2
α−1

−1
 (3)

where v1, . . . , vc are the cluster centroids, while α and d respectively denote the
fuzzification parameter and the distance function used by the FCM algorithm.
Therefore, a non-positive point having a score lower than a fixed threshold τ > 0
cannot be reasonably attributed to any cluster grouping positive points, whereas
nodes corresponding to points F−,τ = {x ∈ F−|φ(x) ≥ τ} are good candidates
for the set Sp

−.



Even this step can be efficiently computed: the distance d of 3-feature vectors
can be computed in O(1) time and the time complexity of computing φ(x) ∀x ∈
F− is O(|F−|), since c ≤ |S+| and |S+|/|S−| � 1.

Selecting negative instances through local equilibrium. We denote by S−,τ = {i ∈
S−|F i ∈ F−,τ} the set of negative nodes corresponding to points selected at the
previous step. We consider the COSNet HN H = W , k, ρ and estimate the
optimal parameters k̂, ρ̂. Then, nodes in S−,τ are further skimmed according to

their stability in the labeled sub-network HS = W S , k̂, ρ̂ , where W S is the
sub-matrix of connections between nodes in S. In particular, a node i ∈ S− is
at equilibrium if βS(i) =

∑
j∈S Wij l̂j − k̂ ≤ 0. Accordingly, we define Sp

− = {i ∈
S−,τ |βS(i) > 0}. Nodes in Sp

− are thereby such that a possible network update
of the sub-network HS would change their state from negative to positive, thus
our choice is coherent with both prior information (W and l̂) and network local
stability.

4.3 Embedding negative selection into the Hopfield model

After selecting the set Sp
−, we run the dynamics of COSNet with labeled and

unlabeled nodes defined as S = S \ Sp
− and U = U ∪ Sp

−, respectively. Labels of
nodes in Sp

− are thereby not utilized in computing activation thresholds θi in (1);
nevertheless, as such information has been considered by the learning procedure,
to preserve consistency with the learning criterion, the initial state of neurons in
SP
− is set to − cos ρ̂. This choice allows to avoid the parameter relearning, since

− cos ρ̂ is the value assigned to nodes in SP
− by the learning procedure (see [9]

for more details).
Finally, it is worth pointing out that, although the dynamics involves also

nodes in SP
− , the inference is still performed solely on nodes in U .

5 Experimental validation

We validate our approach in predicting the Gene Ontology (GO) functions (re-
lease 23-3-13) of the whole genome of the S.cerevisiae (a yeast) model organism.
In order to predict more specific and unbalanced terms in the ontology, we
selected GO Molecular Functions (MF) terms with 30-300 positive annotated
genes. The connection network has been obtained by unweighted sum integra-
tion on the union genes of 16 networks downloaded from the GeneMANIA web-
site1 and covering different types of data, ranging from co-expression to physical
interactions. The final network has a total of 5775 yeast genes and 127 MF terms.

5.1 Results

We compared our inference methodology with the state-of-the-art supervised
and semi-supervised algorithms proposed in the literature for the NLP prob-
lem. In particular, we considered the Support Vector Machine (SVM) algorithm,

1www.genemania.org



Table 1. Average results. COSNet-neg is the our method. The best results are high-
lighted in bold, whereas methods that are significantly better than all the others ac-
cording to the Wilcoxon signed-rank sum test (α = 0.05) are underlined.

Algorithm AUC AUPRC F

LP 0.947 0.525 0.033

RW 0.941 0.473 0.395

RF 0.602 0.075 0.059

SVM 0.576 0.052 0.025

COSNet-neg 0.949 0.529 0.582

largely applied in computational biology, and more precisely its probabilistic
version [13]; the Random Forest (RF) method [4]; a Label Propagation (LP) al-
gorithm based on Gaussian random fields and harmonic functions [21]; the clas-
sical random walk (RW) algorithm without restart with at most 100 steps [15].
Moreover, we also considered the original version of COSNet , without negative
selection, to evaluate the impact of our negative selection strategy on the per-
formance of the model.

The generalization performances have been estimated through a 5-fold cross-
validation procedure, and the performances have been assessed using the Area
Under the Precision-Recall Curve (AUPRC), the F-measure (harmonic mean
of precision and recall) and Area Under the ROC Curve (AUC). The AUPRC
to some extent represents how close the classifier is to a perfect oracle, which
would predict no false positives and have an AUC of 1. Indded, the AUC can
be interpreted as the probability that a randomly chosen true positive will be
ranked higher by the classifier than a randomly chosen true negative. Finally, the
F measures the effectiveness of retrieval by taking into account both the precision
and the recall of a classifier, that is the probability that a positive predicted
is a true positive, and the proportion of true positives the classifier predicts,
respectively. Usually, the F-measure is adopted to evaluate the performance in
classifying positive instances in contexts where positives are rare.

The results averaged across the 127 GO terms are reported in Table 1. Our
method achieves the best results in terms of all the adopted measures, with
improvements statistically significant according to the Wilcoxon signed-rank
test [19], except for the AUC results. The semi-supervised methods LP and
RW have competitive performance in terms of AUC and AUPRC, where they
perform as the second and the third best method respectively. Very poor results
are obtained by the supervised algorithms SVM and RF, likely due to the fact
that they are not well-suited for NLP problems with unbalanced labelings.

Finally, the results in terms of F show that our method largely outperforms
the compared methodologies as classifier, where only the RW algorithm does not
poorly perform w.r.t. remaining methods. F values close to 0 simply means that
very few true positives have been predicted.

In order to evaluate the contribution of the negative selection strategy to the
performance of the model, in Fig. 1(a) we report the comparison in terms of
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Fig. 1. (a) Comparison of COSNet and COSNet-neg in terms of average F. x is the
selected percentile. (b) Selected corresponds to |F−,τ | averaged across selected classes,
Not equilibrium to average |Sp

−| and Changed state is the average number of nodes in
Sp
− which have changed their initial state after the dynamics of the network.

F between COSNet-neg and COSNet (for AUC and AUPRC we have a similar
behavior). We selected the parameter τ as the x-th percentile of φ(F−), and
vary x from 0.99 to 0.999 with step 0.001. The negative selection improves the
performance for every choice of τ , whereas the average results considerably vary
with x, because the comparison is restricted to classes with at least one negative
instance not at equilibrium (i.e. |Sp

−| > 0), and clearly the number of such
classes varies with the selected percentile x. We chose just these classes for the
comparison because when all the neurons in F−,τ are at equilibrium, COSNet
and COSNet-neg are identical. After a tuning on a small subset of labeled data,
in our experiments we set x = 0.995. Finally, to further analyze the negative
selection procedure, in Fig. 1(b) we report, for different values of x, the average
number of negative instances whose score (3) is greater that τ , the average
number of those not at equilibrium (average |Sp

−|), and the average number of
neurons in Sp

− whose initial and final state differ. As expected, the value of |F−,τ |
increases linearly when τ decreases. Nevertheless, among neurons in |F−,τ |, just
a small proportion is not at equilibrium in the labeled sub-network, and such
proportion decreases quickly when τ decreases, showing on the one hand that
the non-equilibrium condition for belonging to Sp

− is highly discriminating, on
the other hand that the method is quite robust to variations of parameter τ .
Furthermore, among neurons not at equilibrium, a small subset changes the
initial state during the dynamics of the unlabeled network, and this may be due
to: 1) the unlabeled network tends to predict the proportion of positive instances
in the training data, and since such proportion is small, it is expected that a
relevant part of neurons in Sp

− is predicted as negative; 2) nodes in Sp
− are not

at equilibrium when considering just labeled data, but when we complete the
information with the unlabeled part, their initial condition of being negative
is restored; 3) some of the negative instances selected for the set Sp

− can be



associated to feature vectors characterized by noise, since prior information in
this context is still affected by both experimental and biological noise [16].

6 Conclusions

In this work we propose a novel strategy for selecting negative examples in
contexts where just positive associations can be considered as reliable. In par-
ticular, our methodology is designed explicitly for algorithms based on Hopfield
networks, and can be applied in context where classes to be predicted are both
structured in a hierarchy or hierarchy-less. The negative selection strategy, based
on a fuzzy clustering procedure with low computational impact, has been em-
bedded in the dynamics of a Hopfield network. Its effectiveness has been assessed
through the comparison with state-of-the-art approaches in predicting the bio-
logical functions of the whole proteome of S.cerevisiae organism. The promising
results encourage to further extend this approach, in particular for improving
the negative selection by exploiting also the hierarchy of functional classes.
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